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CONTROLLED SCENARIO INSPECTION

3

● MVTec Anomaly Detection (AD) dataset has fomented new classes of AD models 

➢ Popular approach: feature-embedding extraction for Unsupervised AD 

■ Distribution maps (Normalizing flows)

● DifferNet [1] , CFLOW-AD [2], FastFlow [3], CS-Flow [4]

■ Patch memory-bank

● PatchCore [5], PaDiM [6]
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CHALLENGES OF INDUSTRIAL INSPECTION IN THE WILD
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● Images varying:
➢ Illumination, angulation, orientation, 

background, resolution, defect size, etc.

● Some defects are unpredictable 

● Not many public data

● Common defects in Power Lines
➢ Corrosion (main)
➢ Missing insulator caps
➢ Bird nests

http://www.youtube.com/watch?v=HCxFgHGhFRs&t=25
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HYPOTHESIS
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● Attention modules can improve accuracy in in-the-wild scenarios

● How to choose the best method to add attention modules?

➢ DifferNet achieved the best out-of-the-box results in InsPLAD-fault

● To be considered a successful hypothesis, attention usage in Unsupervised 
Anomaly Detection should not present deteriorated performance on inspection 
in controlled scenarios



2. METHODS
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PROPOSED METHOD
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• AttentDifferNet

➢ DifferNet 

• x: Input image

• F: Extract features

• z: Anomaly score

• Image-level labels only

➢ Attention Modules

• SENets

• CBAM

F
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ATTENTION MODULES
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● Coupling modular attention mechanisms to AD models should help

● Squeeze-and-Excitation Networks & Convolutional Block Attention Modules 
(SENets & CBAMs) are quite popular and easy to integrate

Squeeze-and-Excitation Networks



3. DATASETS
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DATASETS 
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● InsPLAD-fault (in-the-wild) [6]

● MVTec AD

● Semiconductor Wafer Dataset [7]

MVTec AD Semiconductor Wafer Dataset

InsPLAD-fault



4. QUANTITATIVE RESULTS 
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RESULTS :: INSPLAD-FAULT DATASET (AUROC)

¹Bold font indicates the best category result.
²Underlined values show the best result between DifferNet variations.



Voxar Labs - 2021 13

RESULTS :: MVTEC AD (AUROC)
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RESULTS :: SEMICONDUCTOR WAFER DATASET (AUROC)

¹Bold font indicates the best category result.
²Underlined values show the best result between DifferNet variations.



5. QUALITATIVE RESULTS 
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ATTENTION MODULE IMPACT

● Helps focusing:

➢ on the object itself 
(in-the-wild case)

➢ on the anomaly itself 
(controlled env. case)

MVTec ADInsPLAD-fault (in-the-wild)



6. CONCLUSION
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CONCLUSION
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● AttentDifferNet, an attention-based DifferNet
➢ Quali-quantitatively superior to DifferNet on all classes of three image-level anomaly 

detection datasets from multiple domains

● AttentDifferNet achieves state-of-the-art performance on InsPLAD-fault, a 
dataset for image-level anomaly detection in the wild

● The usage of Attention modules improve Unsupervised Anomaly Detection in all 
three datasets
➢ 94.34 vs 92.46, 96.67 vs 94.69 and 90.2 vs 88.74% (avg. ↑1.77 p.p.)
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